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Abstract 

 PostgreSQL Enterprise Consortium (PGEcons) is 
organized by leading IT/OSS companies in Japan last 
year aiming at promoting PostgreSQL in production use, 
especially in mission critical area.  

 Two technical working groups (WG1/WG2) published 
and shared first collaborative achievements with 
PostgreSQL users and PGECons members. 

 WG1 : Focuses on performance characteristics of 
PostgreSQL and replication/clustering software 

 WG2 : Migration from other DBMSs to PostgreSQL 

 Currently PGECons has 39 company members. 
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QUALICA 
Inc. 
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Major activities of PGECons 

 Collaborative verification 
 PGECons performs necessary 

verification collaboratively by using 
resources provided by our member 
companies if enough information to 
apply PostgreSQL to production 
use in enterprise area is not 
available 

 Promoting PostgreSQL 
 Through seminars PGECons 

presents technical reports created 
by the activities above. Also 
PGECons provides various case 
studies, which are important for 
those who are trying to adopt 
PostgreSQL.  

 http://www.pgecons.org/en/about 
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WG1 activity themes (excerpt) 
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Performance Performance evaluation methods, 
performance enhancing, Database 
tuning 

High 
availability 

High availability clusters, BCP 

Maintainability Maintenance support, traceability 

Serviceability Monitoring, backing up 

Security Audit 

Compatibility Data, Schema, SQL, stored 
procedures 

Connectivity Connectivity to other software 

 
 

Performance 
evaluation method 

Performance model and 
sizing model for on-line or 
batch jobs 

Scale up Scale up characteristics on 
multi core CPU 

Scale out Scale out characteristics 
on load balance clusters 

Performance 
enhancing 

Query cache, partitioning, 
fast load etc. 

Performance 
tuning 

Performance tuning know-
how, query planner control 

 
 

 We chose “scale up” and “scale out” as the first fiscal 
year’s theme out of other domains of interest 

 ＰＧＥＣｏｎｓ is interested in following themes 

Performance verification theme 
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Themes chosen by WG1 

 Scale up performance evaluation 

 Performance characteristics on many-core machine 

 How PostgreSQL 9.2 performs well? 
 Read query benchmark using pgbench 

 TCP-C like benchmark using JDBCrunner 

 Scale out performance evaluation 

 We chose following OSS cluster/replication systems 
 PostgreSQL 9.2 cascading replication 

 Asynchronous replication 

 pgpool-II(replication mode)+ PostgreSQL 9.2 

 Synchronous replication + read query load balance 

 Postgres-XC 

 Synchronous data distribution + write query load balance 

5 
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First fiscal year’s achievements  

 Documents describing scale up, scale out 
evaluation steps and results 

 Detailed description on hardware, software, 
deployment and results are public 
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 Documents and scripts can be 
copied distributed under 
CCL(Creative Commons 
License) 

 Documents are published as over 
70-page document titled “WG1 
activity report in 2012” in April 
2013 
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Report 1:Scale up performance evaluation 

  1.1 Read query scale up performance evaluation 
by using pgbench 

 PostgreSQL read query performance evaluated on 
80-cores machine 

 We confirmed that PostgreSQL scales up to 80 clients 

7 
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Evaluation details 
 Increase number of concurrent clients on many core 

machine 

 pgbench -h [host] -p [port] [dbname] -c [c] -j [j] -
T 30 -n -f custom.sql  

 Increase number of clients（-c） 

 Number of threads is ½ of -c 

 dedicated machine to run pgbench is prepared 

80 core PostgreSQL server 16 core pgbench 
machine  

pgbench 
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mem: 64GB mem: 2TB 
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Custom.sql 

¥set nbranches :scale 
¥set ntellers 10 * :scale 
¥set naccounts 100000 * :scale 
¥set row_count 10000 
¥set aid_max :naccounts - :row_count 
¥setrandom aid 1 :aid_max 
 
SELECT count(abalance) FROM pgbench_accounts WHERE aid 
BETWEEN :aid and :aid + :row_count; 

9 



Copyright © PostgreSQL Enterprise Consortium, All Rights Reserved. 

The result! 
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Scale factor: 1000 
Number of rows: 
a hundred million(15GB) 
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Report 1:Scale up performance evaluation 

  1.2 Scale up evaluation using JdbcRunner 

 We confirmed that the performance goes up as the 
number of sessions increased 

 About JdbcRunner 
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Summary ・Java based benchmark tool 
・New BSD License 
・Ready for multiple DBMS（PostgreSQL, Oracle, MySQL) 
・Scripts for Tiny SysBench, Tiny TPC-B, Tiny TPC-C are provided 

Tiny TPC-C 
 

・Simplified TPC-C Standard Specification 5.10.1 
・Implemented features in TPC-C 

1 LOGICAL DATABASE DESIGN 
2 TRANSACTION and TERMINAL PROFILES 
2.4 The New-Order Transaction (except 2.4.1.1 and 2.4.3) 
 2.5 The Payment Transaction (except 2.5.1.1 and 2.5.3) 
 2.6 The Order-Status Transaction (except 2.6.1.1 and 2.6.3) 
 2.7 The Delivery Transaction (except 2.7.1.1, 2.7.2 and 2.7.3) 
 2.8 The Stock-Level Transaction (2.8.1 and 2.8.3) 
4 SCALING and DATABASE POPULATION 
 4.3 Database Population 
5 PERFORMANCE METRICS and RESPONSE TIME 
 5.2 Pacing of Transactions by Emulated Users 
 5.2.4 Regulation of Transaction Mix 

Downloads http://hp.vector.co.jp/authors/VA052413/jdbcrunner/ 

http://hp.vector.co.jp/authors/VA052413/jdbcrunner/
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Session scalability result 

 

 Average TPM(Transaction Per Minute)increases as 
the number of session increases 
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CPU utilization(40 cores) 

 there is room for CPU utilization at both server and 
client 

13 

40core Server CPU utilization 

Number of concurrent sessions small large 

Client CPU utilization 

at most  50% at most 
15% 

Number of concurrent sessions small large 
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Disk utilization(40 cores) 
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I/O utilization of DB（base) 

Number of concurrent sessions small large 

It is possible that the bottle neck is DB and XLOG I/O. Thus CPU 
resource is not well utilized 

I/O utilization of pg_xlog 

util% is already 100% before 
sessions increase(very high load) util% is up to 75% (high load) 

small large Number of concurrent sessions 
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Report2: Scale out evaluation 

  2.1 PostgreSQL 9.2 cascading replication 

 Checking master DB performance while changing 
number of grandchild replication nodes 

 It is confirmed that the master DB performance is 
stable even if the number of replication nodes increase 
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The evaluation model  
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[ Factory ] [ Factory ] 

. . . 

Cascading standby 

Standby Standby 

Master 

[ The headquarter ] 

Streaming Replication 

Streaming Replication 

Update 

Read 
query 

Read 
query 

Web apps 

Data 

Web apps 

Scale out system 

promote 

 The material information is delivered from the 
headquarter to factories 
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update 

The benchmark system for cascading replication 
 Master and cascading standby are connected to an external storage. 

Standbys have their own storage 
 Replication path: master→cascading standby→standby×4  
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Pgbench client 

PostgreSQL 9.2.1 servers 

External storage 

Master 

Cascading  
Standby 

Standby 

Standby 

pgbench 

Standby 

Standby 
- Pgbench settings 
- Scaling factor：100（10 million rows/1.5GB） 
- Benchmark model：default（TPC-B） 
- Options：-c 100 -j 10 -T 30 

The 
headquarter 

The 
headquarter 

Factory 

Factory 

Factory 

Factory 

The 
headquarter 
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Cascading replication evaluation result 
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Report2: Scale out evaluation 

  2.2 pgpool-II 

 Write query performance decreases as the number of 
nodes increases 

 Read query performance increases as the number of 
nodes increases 

19 
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The benchmark system for pgpool-II  
  pgpool-II configuration 

 Using pgpool-II(3.2.1) & PostgreSQL(9.2.1)  

 Pgpool-II is configured to use native replication mode(synchronous 
replication) 

 Pgbench configuration  
 Up to 4 pgbench  clients used. TPS is defined as the summary of each pgbench TPS 

 Pgbench default scenario is used for write query test 

 Read test uses custom scenario because default scenario(-S) is too subtle 

 

 

PostgreSQL PostgreSQL PostgreSQL PostgreSQL 

pgbench pgbench pgbench pgbench 

pgpool-II pgpool-II ※ pgpool-II ※ pgpool-II ※ 

Write 
Read 

※ Arrows for second  node or above is omitted to 
avoid complexity of the figure 
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Write query result 

 Total TPS decreases as the number of nodes increases 
 This is due to the overhead of synchronous replication 

 Settings 
 PostgreSQL shared memory: 

16GB 
 Pgbench scale factor: 1,000 
 Each duration(-T): 300 seconds 
 Number of concurrent sessions (-

c): 100 
 Number of worker threads (-j): 20 
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Read query result 

 Total TPS increases as number of nodes increases(scale out) 

 Settings 
 PostgreSQL shared memory: 

32GB 
 Pgbench scale factor: 1,000 
 Each duration(-T): 300 seconds 
 Number of concurrent sessions (-

c): 100 
 Number of worker threads (-j): 20 

 The custom scenario. Randomly 
extracts 2,000 rows. 

¥set nbranches :scale 
¥set ntellers 10 * :scale 
¥set naccounts 100000 * :scale 
¥set range 2000 
¥set aidmax :naccounts - :range 
¥setrandom aid 1 :aidmax 
¥setrandom bid 1 :nbranches 
¥setrandom tid 1 :ntellers 
¥setrandom delta -5000 5000 
SELECT count(abalance) FROM 
pgbench_accounts WHERE aid 
BETWEEN :aid and :aid + :range; 

                   total tps 
average per  node 
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Report2: Scale out evaluation 

  2.3 Postgres-XC 

 Write query performance increases as the number of 
nodes increases 

 Read query performance increases when data size is 
larger 

23 
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The benchmark system for Postgres-XC 
 Postgres-XC configuration 

 Postgres-XC 1.0.1（based on PostgreSQL 9.1.5） 

 Pgbench configuration 
  up to 4 pgbench clients used. TPS is defined as the summary of 

each pgbench TPS 

 Modified pgbench is used. It distributes data if “-k” is 
provided 

Postgres-XC clients 

pgbench 

Coordinator 
Datanode 

GTM proxy 

Coordinator 
Datanode 

GTM proxy 
GTM 
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Write query result 

Sum of TPS increases as the number of Datanodes increase 

pgbench 
-c 100 -j 10 
-n -k 
-T 600 

pgbench -i -k 
-s 100 
(total: 1.5GB) 

25 
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Read query result（pgbench -n -k -S） 

Sum of TPS increases as the number of Datanodes increase 

PostgreSQL 
9.1.5 

pgbench 
-c 100 -j 10 
-n -k -S 
-T 300 

pgbench -i -k 
-s 1000 
(total: 15 GB) 

26 
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Read query result compared with PostgreSQL 

 Postgres-XC total TPS is lower than PostgreSQL 

27 

PostgreSQL 
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 Summary of WG1 activities in 2012 

  Scale up evaluation 

 Confirmed PostgreSQL scalability of up to 80 
cores(64 cores scalability has been already 
published) 

 Confirmed read/write CPU scalability 

 Scale out evaluation : PostgreSQL cascading 
replication, pgpool-II, and Postgres-XC 

 Cascading replication keeps stable write performance 
even if number of nodes increases 

 Pgpool-II is strong in read queries 

 Postgres-XC is strong in write queries 

28 
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Agenda (PGECons WG2) 

 Why DBMS Migration? 

 Highlights from FY2012 final report  

 Concluding remarks: Crucial criteria for a 

successful migration project 
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Why DBMS Migration? 
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From the result of questionnair in PGECons opening seminar (July 6th, 2012) 

Q: Which DBMS are you using?  (multiple answers allowed) 

0
5

10
15
20
25
30
35
40
45

Users of Oracle, DB2, SQL Server, Sybase and MySQL 
are in total 2.5 times more than those of PostgreSQL. 
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Why DBMS Migration? 

 To attract Enterprise users using other DBMS to 
PostgreSQL 

 

  No Migration, No Enterprise. 
(PGECons WG2 slogan) 

32 
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FY2012 WG2 Report 
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 Includes database migration 
guide as well as pilot 
migration trial reports 

 More than 200 pages. Still 
growing in this year. 

 Open to the public in 
PGECons sight. 
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Highlights from WG2 report 
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Organization of the migration guide 
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 Outlining a migration project 

 Database migration framework 

 Study on each migration process 
 System architecture 
 Cooperative database systems 
 SQL migration 
 Stored procedure 
 Built-in function migration 
 Application migration 

 Trial reports on migration works 
 Research on data migration and practice 
 Practice of application migration 
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 Outlining the DBMS migration process to PostgreSQL 

 Establish common background of migration process 

 Flow chart of DBMS migration 

DBMS Migration Framework 

Other 
DBMS 

PostgreSQL Assessment 

Architecture 
modification 

DB cooperative 
planning 

AP migration Operation redesign 

Evaluation Turning 

Data definition 
migration 

Decision Stop 

Data migration 

System switch 
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 Investigate major DB-system architectures and provide an 
information to find correspondence in PostgreSQL 
 Major DB-system architectures 

 Single server 

 HA cluster 

 Replication 

 Multi-master load balancing 

 

 Points to consider 

 High availability 

 Performance (read/write) 

 Extensibility 

 Easy to design/operate 

 Initial cost 

DB system architectures 

37 

Availability
？ 

Cost？ 
Performance

？ 
 

What architecture is 
most suitable to migrate 
an active-standby 
system on foo DBMS to 
PostgreSQL 
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 Purpose of cooperation 

 Stepwise migration of complex system with plural DB 

 Load reduction of master DB 

 Preparation for disaster 

 Data warehouse system 

 Investigate some software allowing replication in 
different DBMSs 

 InfoFrame DataCoordinator  (NEC) 

 DBMoto  (Climb) 

 DataSpider Servista (Appresso) 

 xDB Replication Server (EnterpriseDB) 

Cooperative database systems 

38 
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Schema migration 
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 Investigate Schema of Oracle and PostgreSQL 

 Study some manual intervention points using 
Ora2Pg 

 Compile correspondence table for built in data 
type and guideline to migrate schema 
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SQL migration 

 Investigate SQL compatibility of Oracle, SQL 
Server, and PostgreSQL 

 Compile conversion table and guideline 

40 
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 Some part of procedure can be translated 
automatically 

 Difficult to migrate if the procedure is involved in 
transaction control 

 For some stored procedures, it is better to rewrite 
them to application logics than to convert them to 
corresponding stored functions. 

Stored procedure migration 

41 



Copyright © PostgreSQL Enterprise Consortium, All Rights Reserved. 

Built-in function migration 
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 Investigate built-in function difference between 
Oracle and PostgreSQL 

 Compile built-in function comparison table 
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Data migration: study and trial 

 Study data migration process from other DBMS to 
PostgreSQL 

 Apply acquired information and knowhow to a 
practical data migration project 

 

 
 

Other DBMS 

PostgreSQL 

PostgreSQL 
loadable form 

Extract 

Transform 

CSV file, etc. 

Load 
What tools or 

commands are 
available? 

Character coding 
(System specific 

characters) 

How long does 
it take? 
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Application migration trial(1/4) 

 To apply acquired information and knowhow to a 
trial migration project of a practical application 
on other DMBS to PostgreSQL(9.2.2) 

 Migration target application 

 Commander4J 
 Open source Java application to create bar code labels 

 Runs on：Oracle, SQLServer, MySQL (not PostgreSQL) 

 Size：71K steps 

 Number of tables：39 

 Number of SQL statements：3390 

 Stored procedure：No 

44 
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Application migration trial(2/4) 

 Utilize a tool to extract necessary modification 
points in SQL 

 db_syntax_diff 
 A migration aid tool from Oracle Database to 

PostgreSQL 

 Open source software developed by NTT 

 The PostgreSQL License 

 https://github.com/db-syntax-diff 

 Provide syntax difference dictionary and operate 
pattern matching on SQL program 

 Dictionary entries are written in regular expression 
and user customizable 

45 

https://github.com/db-syntax-diff
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Application migration trial(3/4) 

 Migration process 

 Apply a migration tool “db_syntax_diff” to Java source 
code, schema DDL and data loading DML 

 Modify calling part of Oracle JDBC driver class 

 Modify SQL statements according to db_syntax_diff 
output 

 Test of the application operation 
 Basic normal functionality of Commander4j 

46 
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Application migration trial(4/4) 

 Trial conclusion 

More than 90% of time was spent in test phase 
 SQL modification was rapid due to utilization of migration tool 

(db_syntax_diff) 

 All SQL were tested regardless of modification. 

 Oversights of the tool were corrected in test phase. 
Item Time ratio 

#1 Connect to PostgreSQL) 2.8% 

#2 AP modification (using db_syntax_diff) 5.8% 

#3 Test and error removal 91.4% 
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Time Cosumption Ratio

Connect to Postgr -
eSQL
AP modificat ion (us-
ing db_syntax_diff)
Test and error 
removal
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Concluding remarks: 

crucial criteria for a  

successful migration project 
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What is a successful migration? 

 Even if the system itself operates in PostgreSQL, 
it is not a success if the migration cost ends up 
very huge. 

 A successful migration we consider is migration 
whose final cost is very near to initial estimation. 

49 
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Points for successful migration to PostgreSQL 

 Accuracy of assessment 
 Initial assessment accuracy is most important. 

 Understand accurately the requirements of the original 
system and the migrated new system 

 Understand accurately the difference between the original 
DBMS and PostgreSQL 

 Utilize migration aid tools cleverly 
 

 Prepare testing time sufficiently 
 After all, works tend to be increase 

 In our trial, more than 90% of time is spent in test phase. 

 Modification works can be reduced using migration tools.  

 Tools are not perfect. Prepare for manual modification. 

50 
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Thank you. 
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